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ABSTRACT

Embedded, mobile, and cyberphysical systems are becoming ubiquitous and are used in many applications, from consumer electronics, industrial control systems, modern vehicles, to critical infrastructures. Current trends and initiatives, such as Internet of Things (IoT) and smart cities, promise innovative business models and novel user experiences through strong connectivity and effective use of next generation embedded devices. These systems generate, process, and exchange vast amount of security-critical and privacy-sensitive data, which makes them attractive targets of attacks. Cyberattacks on IoT systems are highly critical since they may cause physical damage and threaten human lives. The complexity of these systems, the lack of security and privacy by design for current IoT devices, and potential impact of cyberattacks will bring about new threats. This paper gives an overview on the related security and privacy challenges, and an outlook on possible solutions towards a holistic security framework for IoT systems.

1. INTRODUCTION

Current commercial and industrial trends and initiatives aim to “connect the unconnected.” Today, millions of embedded devices are used in safety and security critical applications such as industrial control systems, modern vehicles, and critical infrastructures. This network of ubiquitous smart objects is known as the Internet of Things (IoT) and enables novel applications and services, in both commercial and industrial sectors [36, 59, 37]. The number of computation components integrated into industrial control systems, production systems, and factories is steadily increasing. Programmable logic controllers are replaced by the more advanced cyberphysical systems (CPS), which are programmable embedded devices that control physical processes. CPS typically communicate over closed industrial communication networks but are increasingly often connected to the Internet.

With the evolution of IoT leveraging classical computing and enabling production systems to communicate over the Internet, emerging megatrends such as mobile computing, cloud computing, and Big Data, are becoming important drivers of innovation in various sectors of our society. Cloud-based services are used to monitor and optimize complex supply chains; Big Data algorithms predict machine failures, which reduces downtime and maintenance costs; interconnected production systems enable tight integration and optimization of production and business processes as well as outsourcing production steps to other locations, companies, and freelancers. In the near future, cloud-based services will allow considering more customer requirements in the production process and planning, enabling a new level of product individualization at a minimal cost [24].

IoT devices generate, process and exchange vast amounts of control and safety-critical data that affects both the overall security and privacy of the underlying systems and the humans interacting with those systems. The connectivity to Internet makes them appealing targets of various attacks [43, 42, 60, 23, 27, 22, 21]. To ensure the correct and safe operation of IoT systems, it is crucial to assure the integrity of the underlying devices, in particular their code and data, against malicious modifications [64]. Recent studies have revealed many security vulnerabilities in embedded devices [12, 16, 27, 11, 22] that are core components of the IoT. This poses new challenges on the design and implementation of secure and privacy-enhancing embedded systems that typically must provide multiple functions, security features, and real-time guarantees at a minimal cost.

In this paper, we give an overview of the security and privacy issues associated with the development of IoT systems in Section 2, and discuss potential solutions and recent research directions for securing IoT devices in Section 3. Finally, conclusions are drawn in Section 4.

2. SECURITY & PRIVACY CHALLENGES

Through connecting the unconnected, IoT promises to enable real-time remote controls and monitoring of production systems such as conditioning monitoring, structural health monitoring, remote diagnosis and productivity controls. IoT also becomes the basis of smart factories that dynamically organize and optimize production processes with regard to resource-utilization (i.e., costs, availability, material, and labor) based on data generated and collected by the underlying cyberphysical systems (CPS), even across company boundaries [65]. In smart factories, smart products know their own identity, history, specification, documentation, and even control their own production process (cf. Figure 1).
However, the IoT trend also brings about many new challenges with regard to different aspects including security, privacy, standardization, legal, and social aspects. In particular the increased diversity and large numbers of devices in IoT systems require highly scalable solutions, for instance, naming and addressing, data communication, knowledge management, and service provisioning. Furthermore, most IoT devices have only limited resources and must be used in architectures supporting low power, low cost, fully networked integrated devices that are compatible with standard communication protocols. Among all these emerging challenges, security and privacy threats are the main concerns which, if not properly addressed, can inhibit the overall benefits of such IoT systems. For example, an IoT-enhanced production system can be divided into multiple layers and, therefore, is vulnerable to attacks from these layers. Smart factories consist of several cyberphysical production systems (CPPS) consisting of electronics (e.g., processor and memory) and monitors that control physical processes through sensors and actuators (cf. Figure 2) [49]. The electronics are driven by software (e.g., embedded operating systems and applications) and interact with humans and other CPPS through various network connections (e.g., Ethernet or WiFi). Attack surfaces exist on all these abstraction layers as well as across them (cf. Figure 2) [54, 63, 3, 30]. Electronics are subject to physical attacks, including invasive hardware attacks, side-channel attacks, and reverse-engineering attacks [45]. Software can be compromised by malicious code, such as Trojans, viruses, and runtime attacks [55]. Communication protocols are subject to protocol attacks, including man-in-the-middle and denial-of-service attacks [28]. Also humans operating CPPS can be subject to social attacks, such as phishing and social engineering. The majority of these issues have been investigated by researchers for many years and there are a number of practical solutions that are partially deployed to reduce the affect of various attacks. However, in the promised IoT landscape we are faced with thousands and potentially millions of connected devices all over the place facing us with the challenging manageability problem of security and privacy. As a result, any effective solution should also be developed from a cross-layer perspective and take not only all system levels but also the scale into consideration.

Unfortunately, current IoT devices lack proper security and privacy-enhancing design suffering even from basic and known issues that can be solved with standard solutions. In the following we will give some examples of these problems at different system abstraction layers.

**Boot Process Vulnerabilities.** The boot sequence is one of the main attack targets. Compromising this component allows the adversary to compromise other high-level protection mechanisms and subsequently attempt to take over the control over the whole system. One prominent example of this type of attack is the compromise of the Google Nest Thermostat [21, 4]. Through the boot process vulnerability in the Nest Thermostat, attackers can send a modified initial boot-loader (\(x\)-loader) to the device, coupled with a custom full boot-loader (\(u\)-boot) crafted with an argument list to be passed to the on-board kernel. Arbitrary payloads can then be inserted into the device through the custom \(u\)-boot image [4]. Mitigation methods to this type of vulnerability were discussed in [41, 15].

**Hardware Exploitation.** Hardware level exploitation is a critical point for security as most security protection implementations are located at the software or firmware levels. These attacks target the hardware implementations themselves, which involve looking for debugging ports left open by manufacturers, reflashing external memory, timing attacks, etc. For example, the exploits on Xbox 360 allows systems to downgrade to a vulnerable kernel version through a timing attack [1]. Another example of this type of attack is the ID manipulation on the Itron Centron smart meter [62]. The meter stores its identity on an external EEPROM, which lacks read or write protection. By looking at the identity of the meter and cross-referencing it with the data from the EEPROM dump, the identity can be located and modified [62]. Given this information and access to the EEPROM, attackers can easily re-flash the EEPROM. As a result, the meter can be made to masquerade as any other smart meter. In order to prevent this type of attack, various countermeasures have been developed, e.g., protection methods to prevent timing attacks [9].

**Chip-Level Exploitation.** Chip-level exploitation of
integrated circuits, including semi-invasive and invasive intrusions are a serious threat to smart devices, as trusted boot sequences rely on trusted on-chip assets. For a long time, encryption/decryption keys, and other sensitive information was stored on-chip as it was considered a secure means of storage. Newly developed invasive methods can reveal valuable assets stored in the chip, and may compromise any protocols utilizing the secret information. For example, by “bumping” the internal memory on an Actel ProASIC3 FPGA, researchers were able to extract the stored AES key [50].

Encryption, Hash Function and Authentication Implementations. Encryption and hash functions are used in smart devices to secure passwords and other sensitive information, in addition to playing a key role in device communication and authentication. These functions are considered to provide reasonable protection level based on the modern cryptographic design principles and security models. However, improper implementations of these functions, and the utilization of cryptographically weak encryption algorithms threaten the security of the underlying devices. Similarly, many attacks today result from weak authentication mechanisms. While system designs will impose strong authentication mechanisms, e.g. x.509 certificate based TLS [58], unless the credentials (e.g., keys) are securely stored they can be subject to attack. As IoT devices are now exposed in open and public spaces, the ability for any attacker to recover such credentials becomes a trivial attack; once the keys are recovered, those identities are then compromised obviating the security properties afforded by any encryption mechanism. For example, the Sony PlayStation 3 firmware was downgraded due to a series of vulnerabilities in weak cryptographic applications [10, 31]. Another example of a weak encryption implementation causing device-level security vulnerabilities is the Haier SmartCare home automation system [62]. It uses DES encryption on the password without adding a salt. Consequently, the total keyspace size is drastically reduced and the DES password can be cracked in several hours. Interestingly, while these problems have been repeatedly found in modern smart devices, mitigation methods had already been proposed decades ago [46].

Backdoors in Remote Access Channels. Smart devices are often equipped with channels that allow for remote communication and debugging after manufacturing. These channels are also used for over-the-air (OTA) firmware upgrades. Although very useful, their implementations are not always secure. During development, manufacturers may leave in APIs which allow arbitrary command execution. Additionally developers may not properly secure the communication channel. This attack vector can be exploited to remotely obtain the status of the device, or even control the device. A modern example of a backdoor in a remote channel is the Summer Baby Zoom WiFi camera, which has hardcoded credentials for administrator access [19]. Efforts to mitigate these vulnerabilities include requiring users to change default credentials before usage, sanitizing string input to avoid remote command execution, etc.

Software Exploitation. Software-level vulnerabilities in smart devices are mostly similar to those in traditional general purpose computing systems. Because smart device software stacks are often derived from the general computing domain, any software vulnerabilities found in the general computing area will also affect these devices. Therefore, software patches are required to update smart devices against known software-level attacks. Recent examples include a stack-based buffer overflow attack in glibc [2] as well as multiple smart house devices [51]. Methods to mitigate software exploitation attacks often follow those developed in the traditional general computing areas [14, 13]. However, as discussed in [4] these solutions may not be suitable for smart devices due to their resource constraints.

Attacks on Industrial IoT Systems. The above mentioned security vulnerabilities would not just affect the system itself but also affect the physical system controlled by IoT/CPS. One of the first successful attacks against industrial control systems was the Slammer worm, which infected two critical monitoring systems of a nuclear power plant in US in 2003 [42]. In the same year, a computer virus infected the signal and dispatching control system of a major transportation network in US leading to complete stop of passenger and freight trains [43]. In the following years, many security incidents affecting industrial control systems and critical infrastructure have been reported in literature [23, 35]. While these attacks seem not to have specifically targeted industrial control systems, Stuxnet [60, 23, 35] indicates a new trend towards highly targeted attacks and sabotage by powerful adversaries, e.g., nation states. Stuxnet exploited multiple zero-day vulnerabilities1 and caused centrifuges at an Iranian nuclear facility to fail.

3. SECURING THE IoT

Adapting existing information security concepts to IoT systems, e.g., commercial IoT systems and cyberphysical production systems (CPPS), is not straightforward. There are many differences between classical IT systems and IoT systems. Integrity and confidentiality are primary protection goals of classical enterprise IT systems and hence, protection against cyberattacks is often a tradeoff between security and availability. For instance, in case of successful cyberattack, the affected IT systems are typically temporarily disabled and then restored after the attack. However, this

1Zero-day vulnerabilities are those vulnerabilities which are unknown before they are exploited, i.e., no security patches are available to fix them.
approach cannot be applied to most of the IoT systems (e.g., CPPS), where availability is a fundamental requirement.

Other differences are due to the strict real-time requirements of IoT systems, their constrained computational, memory, and energy resources, and the long lifetime of industrial production systems. Other facets of IoT design include protection of design and configuration data (intellectual property) and detection of counterfeit components (product piracy). Many industrial areas have legal requirements to have auditable logs of production steps (provenance and accountability). With the increasing number of interconnected IoT systems and the possibility to use Big Data techniques to analyze data collected by IoT systems, privacy becomes a fundamental aspect [36, 30]. For example, Big Data analysis allows enterprises, governments and malicious adversaries to learn even more about personal and sensitive information of individuals.

To counter these security and privacy risks, a holistic cybersecurity concept for IoT systems is required that addresses the various security and privacy risks at all abstraction levels. In particular, security and privacy aspects must be preserved during the lifetime of smart production systems and smart products. In the following, we will focus briefly on the recent security solutions for embedded devices which are at core of IoT. This concerns both security architectures for individual platforms as well as their collective operation.

### 3.1 Security Architectures for IoT System

There is a rich body of literature on security architectures for embedded IoT systems, mainly due to the broad range of devices considered as embedded systems [16, 12]. On the upper-end are Intel and ARM architectures, which are widely used in mobile devices (e.g., smartphones and tablets). For these systems, a variety of security architectures have been proposed: software-based isolation and virtualization [32]; Trusted Computing based on secure hardware such as the Trusted Platform Module [57]), and processor architectures providing trusted execution environment (e.g., ARM TrustZone [61], AEGIS [53], OASIS [39], and Intel Software Guard Extensions (SGX) [33]). However, all these approaches are too complex for low-end embedded systems, which are typically designed for specific tasks and optimized for low power consumption and minimal costs. Often they must provide multiple features and meet strict real-time requirements. Security solutions for these devices require a minimal trusted computing base, for instance lightweight hardware-enforced isolation of security-critical code and data from other software on the same platform. Prominent examples of research solutions are SMART [17], SPM [52], SANCUS [38], TrustLite [25], and TyTAN [8]. SMART protects the integrity of only one specific embedded application (task) with read-only memory, which does not allow code changes after deployment. SPM provides hardware-enforced isolation of tasks by granting access to a task’s data region only to the task itself. However, these tasks have a fixed memory layout and cannot be interrupted. Further, the task measurement of SPM is performed in hardware, i.e., it is non-interruptible and at the same time dependent on the memory size of the measured task, which violates real-time requirements. SANCUS extends SPM with a mechanism to generate and manage cryptographic secrets of tasks but inherits SPM’s limitations. TrustLite generalizes the concept of SPM [52] and SMART [17] and supports interrupting tasks. However, TrustLite requires all software components to be loaded and their isolation to be configured at boot time. In contrast TyTAN [8] provides dynamic loading and unloading of multiple tasks at runtime, secure inter-process communication (IPC) with sender and receiver authentication, and real-time scheduling.

### 3.2 Integrity Verification of IoT Systems

A key mechanism to verify integrity of a system’s software configuration is **attestation**, which enables the detection of unintended and malicious software modifications. Various approaches to remote attestation have been proposed to-date. Common to all of them is that the device to be attested, called **prover**, sends a status report of its current software configuration to another device, called **verifier**, to demonstrate that it is in a known and, thus trustworthy, state. Since malicious software on the prover’s platform could forge this report, its authenticity is typically assured by secure hardware [57, 18, 29, 26] and/or trusted software [48, 47, 29] as trust anchor. Attestation based on secure hardware components is most suitable for advanced computing platforms, such as smartphones, tablets, laptops, personal computers, and servers. However, the underlying security hardware is often too complex and/or expensive for low-end embedded systems. In contrast, software-based attestation [48, 47], does not require secure hardware or cryptographic secrets. However, security guarantees of software-based attestation are relying on strong assumptions, such as (1) the adversary being passive while the attestation protocol is executed, and (2) optimality of the attestation algorithm and its implementation (timing aspect) so that no malware can perform faster. Moreover, software-based attestation assumes that the device to be attested has been already authenticated (e.g., by optical means). Such assumptions are hard to achieve in practice [5]. Consequently, software-based attestation has very limited applications in practice and is not suitable for remote attestation. Hence, a secure and practical attestation scheme requires at least some basic security features in hardware but these should be kept as small as possible [18, 26].

The next generation of IoT systems will constitute **device swarms**, i.e., large self-organizing and heterogeneous networks of collaborative embedded devices. Verifying correct and safe operation of these systems requires an efficient and scalable **swarm attestation** mechanism to collectively verify the software integrity of all devices in order to detect unintended and malicious software modifications. However, naïve applications of remote attestation do not scale to these systems. In particular, device swarms with dynamic topologies, such as vehicular ad-hoc networks, robots, drones and sensors in fluid environments, require novel and flexible solutions. As the first step towards tackling this challenge some solutions have been proposed recently in [40] to attest multiple provers running the **same** software at once, or in [6] to collectively attest a very large number of connected devices. The design of an efficient attestation scheme for large dynamic and heterogeneous networks of embedded systems is a challenging open research problem.

### 3.3 Secure IoT Device Management

Many IoT devices (such as sensors) do not have appropriate user interfaces or suitable communication interfaces for performing pairing using legacy solutions, e.g., PIN codes.
as used in Bluetooth. Also, as the number of IoT devices grows, for example, in smart home scenarios, it becomes increasingly burdensome for the user to introduce new devices, if it involves manually pairing the new device with each existing device. This becomes even more challenging with transient pairing. Therefore, pairing of devices should be achieved with minimal or zero user interaction. Once a device joins a group of devices, it can collaborate with all devices in this group and access the user’s and the other devices’ data (device-centric authentication [20]).

New ways of establishing trust among IoT devices have been presented with the premise of strongly improving user experience by eliminating the need for the user to explicitly specify or point out the devices to be paired with each other [44, 34, 56]. This can be achieved by utilizing the fact that devices that are located in the same place also consistently observe similar ambient context information. For example, IoT devices in the living room of a user’s smart home will, for most of the time, observe similar changes in ambient contextual parameters like noise or light.

The management of IoT devices in future smart spaces will be extremely challenging due to their heterogeneity. Additionally, these devices will produce a large volume of nonuniform data that needs to be processed in real-time. In the context of secure pairing based on ambient data, local IoT systems need to process and analyze heterogeneous data inputs with low latency to make appropriate decisions. Existing approaches rely on cloud-based services to perform these operations remotely. Unfortunately, critical privacy issues are raised when exporting substantial amounts of personal data to external services. Furthermore, the increasing number of devices connected to IoT will require highly scalable solutions with respect to data storage, latency of services, and management of data and devices.

Local data management and local distributed analytics are expected to improve latency of local services because only minimal information will be exchanged outside local and low-latency network. For the same reason, local analytics and data management will improve user data privacy. These features will maximize usage of resources available in IoT systems and provide building blocks for developers to create innovative services.

Performing local data management and analytics, however, raises several challenges due to diversity of devices and the need for scalable solutions. For instance, computation capacity of devices varies considerably, and thus analytical tasks cannot be distributed uniformly among IoT devices. Moreover, devices have several non-negligible constraints such as power management, constrained resources (e.g., limited computation power, storage, communication means, and energy), and permeability to attacks. Finally, interoperability between devices requires a data abstraction model supported by an extensible but lightweight API, e.g., the Representational State Transfer (REST) architecture [7].

4. CONCLUSION

Internet of Things (IoT) is an emerging technology. Today’s IoT systems are not sufficiently enhanced to fulfill the desired functional requirements and bear security and privacy risks. Particularly, attacks on cyberphysical systems may cause physical damage and threaten human life.

Protecting IoT requires a holistic cybersecurity framework covering all abstraction layers of heterogeneous IoT systems and across platform boundaries. However, existing security solutions are inappropriate since they do not scale to large networks of heterogeneous devices and cyberphysical systems with constrained resources and/or real-time requirements. Further research is required to develop and design appropriate IoT security mechanisms, including novel isolation primitives that are resilient to run-time attacks, minimal trust anchors for cyberphysical systems, and scalable security protocols.
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